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Abstract

In NMR spectroscopy, volume selection can be advantageously achieved using adiabatic p pulses, which enable high bandwidth and
B1 insensitivity. In order to avoid the generation of non-linear phase profiles and the subsequent signal loss caused by incoherent aver-
aging, adiabatic p pulses are usually used in pairs for volume selection in each spatial dimension. Alternatively, when performing spec-
troscopic imaging (SI), a high enough spatial resolution results in negligible phase dispersion within each pixel. This allows using only
one pulse per selected spatial dimension, resulting in a reduced echo-time and reduced power deposition. In this work, the feasibility of
such an approach is explored theoretically and numerically, allowing the derivation of explicit conditions to obtain SI images without
artifact. Adequate spatial and spectral post-processing procedures are described to compensate for the effect of non-linear phase profiles.
These developments are applied to SI in the rat brain at 9.4 T, using a new adiabatic sequence named Pseudo-LASER.
Published by Elsevier Inc.
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1. Introduction

Spectroscopic imaging (SI) [1] of the brain combined
with volume selection allows minimization of spectral con-
tamination by lipid signal from the scalp, which overlap
with metabolite resonances. Compared to conventional
volume selection using, for example, STEAM or PRESS
[2,3], prelocalization can be advantageously achieved using
adiabatic pulses, leading to excellent insensitivity to B1

inhomogeneity and to reduced chemical shift displacement
error due to the high achievable bandwidth of adiabatic
pulses [4].

An example of fully adiabatic localization sequence
is the LASER sequence [4], which can be used for SI
prelocalization [5,6]. In this sequence, after a non-selective
excitation using an adiabatic half-passage (AHP) pulse
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(p/2 rotation), volume selection along the three spatial
dimensions is achieved by three pairs of adiabatic full-pas-
sage (AFP) pulses (p rotation) in conjunction with B0 gra-
dients. The necessity to use a pair of AFP pulses in each
dimension arises from the fact that the p rotation induced
by a single AFP pulse generates a non-linear phase in the
direction orthogonal to the selected slab, which results in
net signal loss due to incoherent averaging of the magneti-
zation. The non-linear phase is refocused by another iden-
tical AFP pulse with B0 gradient in the same direction [7,8],
hence restoring full signal coherence, but at the expense of
an increased echo-time (TE) and increased power
deposition.

However, when imaging a volume of interest (VOI) pre-
localized by unpaired adiabatic pulses, non-linear phase
dispersion results in negligible signal loss provided intra-
pixel phase variation is small enough, as it is usually the
case in MRI [9–12]. In addition to the shorter TE and
the lower power deposition associated to a single adiabatic
pulse, the fact that magnetization is never in phase even at
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Fig. 1. Spatial response function (SRF) for an uniform k-space sampling
with N = 16 phase encodings, multiplied by a zero phase (gray curve) and
a centered quadratic phase U(x) = 32p · (x/FOV)2 (black curve). (a) SRF
for the 8th pixel. (b) SRF for the 3rd pixel. While the area under the black
curve is preserved in (a), the decrease of the area under the black curve in
(b) corresponds to dramatic signal loss. Large outer-pixel coherence
regions (where the SRF does not integrate to zero) appear for the black
curve in both (a) and (b), at similar positions. Only the real part of the
SRF is displayed.
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the center of the k-space may result in a higher signal-to-
noise ratio (SNR) due to a more efficient use of the ana-
log-to-digital converter, as pointed out in the general case
of phase scrambling [13,14].

In the context of SI, VOI selection by unpaired adiabatic
pulses was first described in the work of Gröhn and Gar-
wood in the cat brain [15], followed by Sacolick et al. in
the human brain [16]. In both cases, in vivo 2D-SI experi-
ments were performed using an octagonal localization
scheme: four slabs were successively selected in partially
overlapping orientations (0�, 45�, 90� and 135�) by single
AFP pulses, resulting in partial refocusing. One advantage
of such a localization scheme is the more flexible VOI
shape compared to a rectangular shape, without requiring
more pulses (i.e. four AFP pulses for 2D volume selection).
Another advantage is that the partial phase refocusing
throughout the VOI yields data that are very similar to reg-
ular, in-phase data, so that standard reconstruction may be
efficient. However, the method neither allows a net TE and
power reduction, nor a potentially beneficial phase
scrambling.

In this context, the aim of the present work is to explore
the feasibility of SI using only one AFP pulse for VOI
selection in each phase-encoded direction. Theoretical con-
siderations are developed about the properties associated
to a non-linear phase profile, the conditions to obtain a
correct image are pointed out, and adequate spatial and
spectral post-processing is presented. These developments
are then evaluated by numerical simulation. Finally, a
new adiabatic sequence allowing selection with unpaired
AFP pulses along two orthogonal dimensions, named
Pseudo-LASER, is used for 2D-SI in the rat brain at 9.4 T.

2. Theory

The usual notation k ¼ c
R

GðtÞdt is used, with k in
radian per length unit. Only one spatial dimension is con-
sidered in the following, but all results can be extended
to 2D or 3D. Let us assume a spin distribution with density
q(x,d), and let U(x,d) be the phase distribution induced by
the pulse, where x is the position and d the chemical shift.
The effect of chemical shift will be generally neglected when
considering U, given the usual high bandwidth of adiabatic
pulses compared to the d range. In consequence the depen-
dence of q(x,d) on d will also be omitted for clarity. The
resulting complex function to be imaged is therefore
q(x)exp(iU(x)), which can ideally be retrieved by inverse
Fourier transform of the Fourier components as measured
by the phase-encoding scheme. However, the fact that the
distribution has a spatially varying phase induces some spe-
cial properties in the practical context of sparse k-space
sampling.

2.1. Spatial response function

The localization accuracy is fully characterized by the
spatial response function (SRF), which is defined as the
contribution of any position x to the signal of the pth pixel
(centered around xp). Strictly speaking, the SRF only
depends on the k-space sampling scheme. However, since
the non-linear phase induced by unpaired AFP pulses is
intrinsically associated to the prelocalization, it might as
well be incorporated into the SRF description, yielding a
generalized SRF describing completely the spatial origin
of the signal for the whole localization process (volume
selection + SI encoding). The generalized SRF for pixel p

(denoted SRF(x,xp)) is obtained by multiplying the nomi-
nal SRF (SRF0) by the non-linear phase distribution:

SRF ðx; xpÞ ¼ eiUðxÞSRF 0ðx; xpÞ ð1Þ

The (generalized) SRF for a uniform sampling with
N = 16 phase encodings is displayed on Fig. 1 for
U(x) = 0 and for a quadratic phase U(x) = 32p · (x/
FOV)2, where x varies between �FOV/2 and FOV/2
(FOV: field of view). For a pixel at the center of the
FOV (Fig. 1a), the shape of the main lobe remains unal-
tered by the non-linear phase, implying that the intra-pixel
signal is preserved. In contrast for a pixel near the edge of
the FOV (Fig. 1b), signal dephasing results in a narrower
lobe and consequently in signal loss. Regarding signal orig-
inating from outside the nominal pixel (i.e. from the sec-
ondary lobes), an interesting phenomenon appears when
the SRF is modulated by U(x): in some regions, the SRF
remains positive (or negative) over relatively large regions,
so that the signal from these regions adds coherently,
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potentially resulting in increased truncation artifacts or
contamination. This phenomenon will be referred to as
‘‘outer-pixel coherence’’. The conditions to minimize
intra-pixel signal loss and outer-pixel coherence will now
be discussed.
2.2. Intra-pixel signal loss

The phase dispersion within each pixel has to be small
enough to minimize signal loss [15,16]. In order to estimate
this loss, let us model the SRF by a typical cosine-like
shape. Developing U(x) to the first order, the signal within
the nominal pth pixel (i.e. within the nominal full width at
half maximum FWHM) is:

jSðxpÞj ¼
Z FWHM=2

x¼�FWHM=2

cos
2p
3

x
FWHM

� �

� exp i
oU
ox
ðxpÞ � x

� �
dx ð2Þ

Here the factor 2p/3 allows the modulus of the SRF to
be 0.5 when x = ±FWHM/2. Integration of Eq. (2), and
normalization by the case oU/ox = 0, yields the following
signal loss within the nominal pixel:

S
S0

ðxpÞ
����

���� ¼ p

3
ffiffiffi
3
p sinc up þ

p
3

� �
þ p

3
ffiffiffi
3
p sinc up �

p
3

� �
ð3Þ

In the equation above we introduced up = (oU/
ox)(xp) · FWHM/2, which is a characteristic phase for
the pth pixel, depending both on the phase distribution
induced by the pulse and on the k-space sampling via the
nominal FWHM. Signal loss as a function of up (Eq. (3))
is plotted on Fig. 2. In the following we will consider the
5% signal loss around up = 0.6 radian as the maximal
acceptable loss for SI data, which usually suffer from low
SNR (for 2D selection, this results in a �10% signal loss).
Given the definition of up, the condition to obtain an image
with negligible signal loss is therefore, with U in radian:

oU
ox

����
����FWHM 6 1:2 rad ð4Þ
Fig. 2. Intra-pixel signal loss, as a function of the characteristic phase of
the pth pixel /p = (oU/ox)(xp) · FWHM/2.
For a uniform k-space weighting (sampled between
�kmax and kmax), the FWHM is �1.2· the FOV divided
by the number of encoding steps N, or equivalently 1.2p/
kmax. In this context Eq. (4) yields the following two equiv-
alent conditions:

N P FOV
oU
ox

����
���� ð5Þ

oU
ox

����
���� 6 0:3kmax ð6Þ

In Eq. (6), the term oU/ox appears as an intrinsic spatial
frequency at a given position, which has to be smaller than
30% of the maximal sampled spatial frequency. Let us
denote this condition CN. This is a general condition which
should be valid whatever the kind of pulse or rotation
involved. It is shown in Appendix A that, for a p rotation
induced by a hyperbolic secant (HS1) pulse [17,18], for 90%
of the selected slab (i.e. excluding the edges), CN reduces to
(with the usual value b = 5.3 for the HS1 cutoff factor,
THK being the thickness of the slab selected by the pulse,
and R being the product of the bandwidth BW in Hz by
the pulse duration Tp in s):

N P 1:75R
FOV
THK

ð7Þ

Note that Park et al. found that N greater than
R · FOV/THK was enough to yield good images when
the HS1 pulse was used for excitation [12]. The fact that
this is about twice as low as the minimal N required by
the Eq. (7) results from the fact that the non-linear phase
induced by a p/2 rotation is twice as low as the phase
induced by a p rotation. Interestingly, in the case of a
CHIRP pulse [19], CN can be shown to be:

N P 8:5R
FOV
THK

ð8Þ

Hence, for a given R, the CHIRP appears to require a
much higher number of phase encodings for CN to be ful-
filled. We did not perform the calculation for HSn pulses,
however we expect that the minimal number of phase enco-
dings for HSn lies between the values obtained for HS1 and
CHIRP pulses and increases with n, since HSn pulses are
intermediates between these two kinds of pulse [20].

2.3. Outer-pixel coherence

While intra-pixel signal loss in itself does not modify the
localization accuracy, outer-pixel coherence may result in
poor localization by signal mixing, which is critical in SI
given the small intensity of metabolite signal compared to
possible contamination signal (non-suppressed water,
lipids. . .).

The SRF of pixel p for a uniform sampling with
zero-phase is SRF0(x,xp) = 1/N · sin(pN(x � xp)/FOV)/
sin(p(x � xp)/FOV) [21], where the denominator can
be considered constant at a small scale (a few pixels)
outside the main lobe. In the context of non-linear phase
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distribution, U(x) can be developed to first order, so that
the SRF for the pixel p becomes, locally around any posi-
tion xc outside from the considered pixel:

SRFðx; xpÞ ¼
expðiUðxcÞÞ

N

�
exp i oU

ox ðxcÞ � ðx� xcÞ
� 	

sin pNðx� xpÞ=FOV
� 	

sin pðxc � xpÞ=FOV
� 	

ð9Þ

By definition, the signal contamination in the pixel p

originating from a neighborhood of width k around xc,
normalized by the intrapixel signal �exp(iU(xp)) · FOV/
N, is given by integration of Eq. (9) between xc � k/2
and xc + k/2:

vðxc; k; xpÞ ¼ eiðUðxcÞ�UðxpÞÞ � 1

N sin pðxc � xpÞ=FOV
� 	

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
C

�W xc � xp; k; kmax;
oU
ox
ðxcÞ

� �
ð10Þ

C is a slowly varying envelope function accounting for
the local envelope of the SRF that does not depend on
U, while W is the following complex function:

W ¼ ikmaxk
2p

expð�ikmaxðxc � xpÞÞsinc
oU
ox
ðxcÞ � kmax

� �
k
2

� �

� ikmaxk
2p

expðikmaxðxc � xpÞÞsinc
oU
ox
ðxcÞ þ kmax

� �
k
2

� �

ð11Þ

W is a dimensionless ‘coherence’ function that describes
how the oscillations of the nominal SRF integrate incoher-
ently or coherently around xc over the length k, when mod-
ulated by U. If, around a position xc outside the main lobe
of the SRF, spin density varies on a shorter distance than
the length k over which the SRF integrates to zero
(W(k) = 0), then the signal around xc is not canceled out
and contaminates pixel p. These outer-pixel coherence
Fig. 3. (a) Maximal outer-pixel coherence jWjmax, as a function of the phase d
kmax, and of the product of kmax by the size k of contamination area, divided
function of joU/oxj/kmax (i.e. the envelope of the projection of (a) on the joU/o
ratio.
regions are the same for all pixels (see for example
Fig. 1a and b), since the transformation p fi p + 1 only
changes the sign of W (however, the relative phase
U(xc) � U(xp) of contamination signal compared to intra-
pixel signal is non-linear, so that some non-periodic pattern
of dark and bright rows might appear on images). Regard-
ing the magnitude of W, for some combinations of xc � xp,
kmax and oU/ox the SRF can stay coherent over relatively
large k, generating large contamination sources. More pre-
cisely, W reaches its highest magnitude when the two expo-
nential terms in Eq. (11) add coherently:

jWjmax ¼
kmaxk

2p
sinc p

oU
ox


kmax � 1
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2p

� �����
����
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kmax þ 1
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����
�
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jWjmax is plotted on Fig. 3a, as a function of joU/oxj/kmax

and kmaxk/2p. For each value of joU/oxj/kmax, the maximal
value of jWjmax (i.e. the envelope of the projection of jWjmax

along the joU/oxj/kmax axis) is plotted on Fig. 3b. It ap-
pears that the maximal outer-pixel coherence remains low
in a very stable manner as long as the following condition
is fulfilled:

oU
ox

����
���� 6 0:3kmax ð13Þ

This condition is equivalent to the CN condition intro-
duced in Eq. (6). For higher values of joU/oxj the maximal
contamination increases dramatically, resulting in substan-
tial outer-pixel contamination and truncation artifact.

2.4. Spatial apodization using a sliding window

In practice, spatial apodization is usually performed on
SI data in order to minimize secondary lobes of the SRF.
While signal loss without apodization might be negligible,
doubling the FWHM may lead to a dramatic intra-pixel
signal loss (Fig. 2). However, for any given pixel in xp, a fil-
ter Wp centered on (oU/ox)(xp) can compensate for this sig-
erivative at the center of the contamination source joU/oxj normalized by
by 2p. (b) The maximal value of jWjmax (considering all possible k) as a

xj/kmax axis), representing the maximal coherence for a given joU/oxj/kmax
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nal loss, in analogy to the sliding window described by
Park et al. [12]. Such a filter provides a SRF locally identi-
cal to what would be obtained with the same but centered
filter W0 for the in-phase distribution. As shown in Appen-
dix B, this is due to the fact that a shift of W0 by an amount
�(oU/ox)(xp) in the k-space is equivalent to a spatial linear
phase �(oU/ox)(xp) · x in the image, which compensates
for the local dephasing around xp and allows full signal
to be retained. Note that, since in practice k-space sampling
is limited, shifting the apodization window might result in
the truncation of the window on one side. However, one-
sided truncation of the filter does not degrade the SRF as
much as two-sided truncation (Appendix C). The SRF
may remain relatively unaffected for shifts higher than
0.3kmax (depending on the filter used), thus allowing a
greater flexibility on the minimal number of phase enco-
dings compared to the CN condition. For a Hanning win-
dow with width 2kmax, shifts such as 0.4–0.5kmax still
yield a relatively unaltered SRF. We ascribe this robustness
to one-sided truncation to the fact that high spatial fre-
quencies are still sampled on the other side of the window,
so that the spatial resolution does not degrade as much as
with two-sided truncation. In the end, the following sliding
window algorithm can be applied, for an arbitrary number
of spatial dimensions. For each pixel (at position xp):

• Determine the intrinsic spatial frequency (oU/ox)(xp).
Such calculation can be done by simulation of the Bloch
equations.

• Generate a shifted filter Wp from the centered filter W0:
Wp(k) = W0(k � (oU/ox)(xp)).

• Multiply the acquired k-space by the shifted filter Wp,
and perform the Fourier transform to yield a temporary
image.

• Extract the signal of pixel in xp in the temporary image,
and pad the final image in position xp with it.

2.5. Echo-time shifting

This section focuses on a spectroscopic issue: the depen-
dence of the spectroscopic echo-time (time when all chem-
ical shifts are in phase) on the position, resulting in spectral
distortions (first order phase and baseline oscillations) for
pixels where the echo occurs before or after the start of
the acquisition.

Let us consider a spectroscopic sequence with a non-
selective excitation pulse followed by two unpaired AFP
pulses (in conjunction with gradients) generating an echo,
TE being the nominal echo-time. Letting the time t be 0
at the beginning of the sequence, after the two pulses, the
phase for a given chemical shift d is given by:

Uðd; tÞ ¼ �d� ðt� TEþ 2t1 � 2t2Þ ð14Þ

Here t1 is the time of inversion of the spins during the 1st
AFP, and t2 is the time of inversion during the 2nd AFP,
i.e. the time at which the frequency of the pulse matches
the Larmor frequency of the spins (0 6 t1, t2 6 Tp). In gen-
eral, given the speed of the frequency sweep, t1 and t2 can
be considered independent of d and to be determined by the
position only. At a given position, the echo occurs at the
time techo when all chemical shifts have the same phase
(oU/od = 0):

techo ¼ TEþ 2ðt2 � t1Þ ð15Þ

When the AFP are paired, t2 = t1 and the echo occurs at
the regular echo-time techo = TE. In the case of two identi-
cal AFP pulses selecting a VOI in the X and Z directions,
TE is also the time of the echo for the entire diagonal
z = x, since for that diagonal t2 = t1. However the time
of the echo deviates from the nominal value as the position
gets farther from the diagonal. The earliest echo occurs
when t1 = Tp and t2 = 0, corresponding to techo =
TE � 2Tp. The latest echo occurs when t1 = 0 and
t2 = Tp, i.e. techo = TE + 2Tp. Such a shift of the echo-time
by a few ms is sufficient to induce a large 1st order phase
and baseline distortion. In order to collect the earliest echo,
the acquisition must start 2Tp before the nominal echo.
Then, after spatial reconstruction, the following echo-shift-
ing algorithm can be applied for each pixel so that all free
induction decays (FID) start at the top of the echo:

• Determine the frequency at the center of the pixel during
the first pulse and during the second pulse, knowing the
gradients during each pulse.

• Determine t1 and t2 (time when the frequency of the first
and second pulse reaches the frequency at the center of
the pixel) and calculate techo from Eq. (15).

• Remove the corresponding number of points acquired
before techo at the beginning of the FID.

In practice, the earliest echo occurs only on the very
edge of the VOI. The echo-shift becomes much smaller as
soon as the pixel is not on the very edge. Therefore for a
finite pixel size, the maximal echo-shift at the center of
the pixel is smaller than 2Tp even for the edge pixels, and
the acquisition can start less than 2Tp before the nominal
echo-time.

The sliding window algorithm and the echo-shifting
algorithm, respectively performing adequate spatial and
spectral post-processing on a pixel-by-pixel basis, will be
referred to, when combined, as the ‘sliding reconstruction
algorithm’.

3. Numerical simulations

3.1. Outer-pixel coherence

While intra-pixel signal loss is quite intuitive, the analy-
sis of outer-pixel coherence derived in Section 2.3 is less
straightforward. The goal of the present section is therefore
to assess outer-pixel coherence in a ‘real’ situation of
limited Fourier sampling and reconstruction. Let us
consider an object as displayed on Fig. 4a, with zero



Fig. 4. Numerical evaluation of outer-pixel coherence. (a) Original object
with zero density everywhere except in a region of unit density. (b)
Reconstructed magnitude image (N = 32), for the original object with a
quadratic phase U(x) = 32p · (x/FOV)2 (red curve) and without (black
curve). joU/oxj = 0.45kmax for the unit density region above and this phase
distribution. Pixels on the left side of the image exhibit a higher signal
when the quadratic phase is applied, showing that the outer-pixel
coherence originating from the unit density region is higher. (c) The
average signal for pixels on the left side of the image yields the outer-pixel
contamination (OPC) as a function of joU/oxj/kmax, obtained by Monte-
Carlo simulation (10,000 draws) with random quadratic phase distribution
and random unit density region (red open circles), exhibiting a similar
pattern as the prediction of Fig. 3B. The black dots stand for OPC

calculated for the same Monte-Carlo draws, but with a zero phase
distribution.
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density everywhere except in a region on the right side of
the FOV where density is equal to 1. This region of unit
density acts as a signal source contaminating pixels outside
this region. A quadratic phase U(x) = 32p · (x/FOV)2 was
applied to this object (x being zero at the center of the
FOV). The resulting complex distribution was used to gen-
erate the corresponding Fourier components for N = 32
phase encodings. For comparison with an in-phase distri-
bution, the Fourier components associated with the same
distribution, but with U(x) = 0, were also calculated. The
Fourier reconstructed images (Fig. 4b) clearly show that
the signal magnitude on the left side is higher when the
object has a non-linear phase, demonstrating higher con-
tamination originating from the unit density region.

A systematic study of outer-pixel contamination as a
function of (oU/ox)/kmax was performed using Monte-Car-
lo simulation (10,000 draws). For each draw, a unit density
region was randomly generated in the right half of the
FOV. A random number a was chosen and a correspond-
ing quadratic phase distribution U(x) = a · (x/FOV)2 was
applied to the object. Fourier components were calculated
for a constant number of phase encodings (N = 32), and
the image was reconstructed. For comparison, the image
was also reconstructed in the case U(x) = 0. The signal
average for the 16 pixels on the left side of the image was
then evaluated, yielding a quantitative measurement of
outer-pixel contamination (OPC). For each Monte-Carlo
draw, OPC is plotted as a function of joU/oxj/kmax on
Fig. 4c, yielding a very similar pattern as the prediction
of Fig. 3b. It appears that OPC starts to increase for
joU/oxj > 0.3 � 0.35kmax, which is in good agreement with
the value predicted in Eq. (13).

3.2. The CN condition for p rotations induced by HS1 pulses

The aim of this part is to validate the expression for the
minimal number of phase encodings required to satisfy the
CN condition in the case of HS1 pulses, as predicted in Eq.
(7). Evolution of magnetization for a 2D spin distribution
was simulated in Matlab (The MathWorks Inc., Natick,
MA), using the vectorial formalism of the Bloch equations
(excluding relaxation).

Simulation was performed for two orthogonal HS1
pulses (b = 5.3, R = 15). The phase map U of the spin dis-
tribution allowed the local frequencies oU/ox (and oU/oz

for the second dimension) to be derived. The number of
phase encodings N tested was 0.5·, 1·, 1.5·, 1.75·, 2·,
2.5· and 3· the characteristic number R · FOV/THK as
appearing in Eq. (7), with FOV/THK = 1.1. The fraction
of the VOI whose frequencies oU/ox and oU/oz are less
than 30% of kmax in both dimensions (CN condition) was
evaluated. Fig. 5 presents these results as a function of N.
The fraction reaches 80% of the VOI (90% of the nominal
VOI along each dimension) when N is higher than
1.75R · FOV/THK, in excellent agreement with the predic-
tion of Eq. (7).

3.3. Spatial apodization by the sliding window

In order to estimate the efficiency of the sliding recon-
struction algorithm, phase encoding was included in the
simulation routines. The parameters of the simulation
were R = 15, FOV/THK = 1.1 and 22 · 22 phase enco-
dings (similar to in vivo experiments), corresponding to
joU/oxj and joU/ozj 6 0.4kmax, i.e. an only slight violation



Fig. 5. (a) Simulated phase maps of a uniform spin distribution, for a VOI (white square) localized with two orthogonal unpaired HS1 pulses (R = 15).
The effective VOI (80% area of the nominal VOI) is marked as a dotted white square. Each black–white step corresponds to a p/2 phase variation. (b)
Fraction of VOI passing the CN condition (i.e. oU/ox and oU/oz are off-centered by less than 30% of kmax in both dimensions), as a function of the
normalized number of phase encodings N/(R · FOV/THK), with FOV/THK = 1.1.

J. Valette et al. / Journal of Magnetic Resonance 189 (2007)1–12 7
of the CN condition compatible with sliding Hanning apo-
dization. The spatial frequencies oU/ox and oU/oz used in
the sliding window algorithm were determined from the
phase map of Fig. 5. The unfiltered image exhibits a pat-
tern of brighter and darker columns and rows (Fig. 6a)
characteristic of truncation artifacts. Although a centered
Hanning window eliminates this artifact, it induces a sig-
nal loss on the edge of the VOI (Fig. 6b). In contrast, a
sliding apodization retains signal at the edges of the
VOI (Fig. 6c), at least within the effective VOI represent-
ing 80% of the nominal VOI (white dotted square on
Fig. 6c). More precisely, at the center of the VOI, there
is no difference in signal intensity between the images
reconstructed with the centered and the sliding algorithm,
as expected from the fact that the intrinsic spatial fre-
quencies oU/ox and oU/oz are equal to 0. As pixels are
farther away from the center, the signal gain becomes
higher. Outside the effective VOI, the intrinsic spatial fre-
quencies become rapidly too high for the truncation of
the sliding window to be considered negligible, so that
reconstruction is not performed correctly (this is the rea-
son for the irregular white and black pixels outside the
effective VOI on Fig. 6c).
Fig. 6. Numerical simulation of the SI map for a uniform spin distribution l
22 · 22 phase encodings, illustrating the benefit of the sliding apodization w
without spatial apodization. (b) Reconstruction with the centered spatial ap
apodization (Hanning). The nominal VOI is represented by a continuous whit
(�80% of the nominal VOI) is represented by a dashed white square.
4. In vivo experiments

4.1. Experimental design

Experiments were conducted on a horizontal 9.4 T/
31 cm Varian system equipped with a gradient coil reaching
450 mT/m in 200 ls. A surface quadrature coil was used
for radiofrequency transmission and reception. Localized
first and second order shimming was performed using Fast-
map [22]. From previous LASER-localized 2D-SI acquisi-
tions in the rat brain in comparable conditions [6], it was
expected that a 0.5 · 0.5 mm2 in-plane resolution (with a
3 mm slice thickness) would yield acceptable SNR with
�100 min acquisition time. Taking a FOV/THK ratio of
�1.1 and THK = 10 mm (dimension of the rat brain), this
leads to N = 22. In that context, HS1 pulses with R = 15
(corresponding to joU/oxj 6 0.4kmax) were considered opti-
mal for slab selection with minimal chemical-shift localiza-
tion error (�4%/ppm with the experimental pulse duration
Tp = 1.5 ms).

A new sequence named Pseudo-LASER (Fig. 7a),
derived from the LASER sequence [4], was used to select
a 10 · 3 · 10 mm3 axial slab. Non-selective excitation was
ocalized by two unpaired HS1 pulses (R = 15), with FOV/VOI = 1.1 and
indow in terms of signal intensity and homogeneity. (a) Reconstruction
odization window (Hanning). (c) Reconstruction with the sliding spatial
e square, while the effective VOI where the spatial apodization is efficient



Fig. 7. (a) The Pseudo-LASER sequence with slab selection by paired
AFP pulses along Y, and selection by unpaired AFP and phase encoding
along the X and Z directions. Amplitude modulation (AM) and frequency
modulation (FM) of the RF pulses are displayed. Selection gradients are
in gray, crusher gradients are in black. Note the acquisition starting
D = 1.8 ms before the nominal echo-time, in order to collect the earliest
echoes. (b) Position of the 10 · 3 · 10 mm3 VOI localized by the Pseudo-
LASER sequence (continuous lines), and the 22 · 22 SI matrix
(FOV = 11 · 11 mm2) (dashed lines).
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performed with an AHP, then a pair of AFP pulses (HS1,
R = 25, Tp = 1.5 ms) was used for slab selection along the
Y-direction. Finally, two unpaired AFP pulses (HS1,
R = 15, duration 1.5 ms) were used in parallel with gradi-
ents for selection along the X and Z directions. A SI gradi-
ent encoding (1 ms duration) in the X and Z directions was
included just before the last AFP pulse. With the actual
pixel size and pulse duration, the earliest echo occurs only
a delay D = 1.8 ms before the nominal-echo time, instead
of the theoretical shift 2Tp = 3 ms in the case of an infi-
nitely small pixel size, allowing 2 · (2Tp � D) = 2.4 ms to
be saved on the nominal echo-time. All sequence delays
were reduced to the minimal possible value, so that the
acquisition could start just after the crusher gradient fol-
lowing the last AFP pulse, i.e. 10.7 ms after the excitation
pulse. With this timing, the nominal TE (echo for pixels at
the center of the VOI) was 12.5 ms, and the latest echo
occurred 14.3 ms after the excitation.

The FOV of the SI acquisition was 11 · 11 mm2, which
was spanned by 22 · 22 phase encodings, resulting in a
nominal 0.5 · 0.5 mm2 in-plane resolution and a 0.75 lL
nominal pixel volume. After Hanning spatial apodization
the effective pixel volume was 3 lL, which is among the
highest SI resolution reported in vivo [23–25]. The spectral
width was 5000 Hz, with 2048 complex data points per
FID. Water SI was acquired with one repetition. The
water signal was then suppressed using an 8-pulse
VAPOR module [26], and metabolite SI was acquired
with 6 repetitions, corresponding to a total acquisition
time of 97 min with a repetition time TR = 2 s. The whole
reconstruction procedure, including the sliding reconstruc-
tion algorithm (sliding window by a Hanning fil-
ter + echo-time shift), was performed in Matlab. For
comparison, SI localized by a standard LASER sequence
was also performed. Delays and pulses were identical to
the Pseudo-LASER sequence, except that pulses were
used in pairs along the X- and Z-axis. The minimal
achievable TE in the standard LASER sequence was
19.5 ms.

4.2. In vivo data

A male Sprague–Dawley rat was anesthetized with iso-
flurane (�1.5%) in O2/N2O (30%/70%). Pseudo-LASER
was used to select the 10 · 3 · 10 mm3 axial slab displayed
on Fig. 7b. Water SI maps obtained with LASER and
Pseudo-LASER are shown in Fig. 8a and b, respectively,
the signal intensity being the integral of magnitude of the
water resonance. On average, the Pseudo-LASER image
exhibits a stronger signal than the LASER image
(+14 ± 12% within the effective VOI), the noise being iden-
tical. This is in good agreement with the �20% signal gain
expected from the 7 ms TE reduction given the short water
T2 in the rat brain at 9.4 T (�40 ms [27]).

Comparing metabolite spectra is less straightforward,
due to unavoidable variations in B0 homogeneity and coil
sensitivity during the 200 min required for the acquisition
of both LASER and Pseudo-LASER water-suppressed
images. However, spectra obtained with LASER and
Pseudo-LASER present very similar patterns, as shown
for some pixels on Fig. 8c–g. This demonstrates that the
reconstruction of in vivo Pseudo-LASER data using the
sliding reconstruction algorithm yields spatial localization
and spectral quality comparable to conventional LASER
SI data with standard reconstruction.

The benefits of the sliding reconstruction algorithm in
terms of spectra quality are exemplified on Fig. 9, for a
pixel close to the edge of the VOI (pixel G of Fig. 8b).
The ‘‘naı̈ve’’ reconstruction, i.e. standard apodization by
a centered Hanning window and FID starting at the
nominal TE, yields a spectrum presenting phase variation
over the metabolite ppm range (resonances of N-acetyl-
aspartate at 2.01 ppm and of creatine at 3.91 ppm are
in antiphase, Fig. 9, bottom spectrum). Correcting for
the echo-shift allows restoring a homogeneous phase
(Fig. 9, middle spectrum). Finally, the sliding apodiza-
tion window yields an increased SNR. For example, in
the case of pixel F (Fig. 9, top spectrum), the SNR
increase is �40%.



Fig. 8. Comparison of in vivo SI (22 · 22 matrix) acquired with LASER
and Pseudo-LASER in the VOI displayed in Fig. 7B. (a) Water SI image
obtained with LASER (TE = 19.5 ms). (b) Water SI image obtained with
Pseudo-LASER (TE = 12.5 ms). The nominal VOI is displayed as a
continuous white square, the effective VOI as a dashed white square. (c)–
(g) Comparison of spectra obtained in pixels (c–g) with LASER (gray) and
Pseudo-LASER (black).

Fig. 9. Effect of the sliding reconstruction for a pixel near the edge of the
VOI (pixel G on Fig. 8). (Bottom spectrum) The ‘‘naı̈ve’’ reconstruction,
with no echo-shift correction and a centered Hanning window. The
resonances of NAA at 2.01 ppm and of tCr at 3.91 ppm are in antiphase.
(Middle spectrum) Echo-shifting reconstruction and centered Hanning
window. The phase is now constant. (Top spectrum) Full sliding
reconstruction (echo-shift + sliding Hanning window), resulting in a gain
in SNR of about 40%. Abbreviations used for metabolites are: total
creatine (tCr), choline compounds (Cho), glutamate (Glu), glutamine
(Gln), inositol (Ins), N-acetyl-aspartate (NAA), Taurine (Tau).
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5. Discussion and conclusion

This work is a detailed investigation of the specific issues
encountered when performing SI with volume selection by
unpaired AFP pulses. Theoretical considerations based on
how the non-linear phase U(x) affects the SRF yielded the
following insights: (1) In the case of a uniform k-space
weighting, intra-pixel signal loss is kept smaller than 5%
per dimension by adjusting the parameters of the pulse
and of the k-space sampling so that joU/oxj 6 0.3kmax
(CN condition); (2) Outer-pixel coherence is minimized by
the same condition, in order to prevent increased trunca-
tion artifacts and signal contamination associated with
non-linear phase; (3) If truncation artifacts are to be mini-
mized, or if the CN condition cannot be fulfilled in practice,
spatial apodization eliminates outer-pixel coherence by
reducing the side lobes of the SRF. However, apodization
with a centered filter results in dramatic signal loss on the
edges of the VOI, while spatial apodization with a sliding
filter allows recovery of the signal, even if the CN condition
cannot be strictly fulfilled (for a sliding Hanning filter joU/
oxj 6 0.4 � 0.5kmax still yields a largely unaffected SRF);
(4) The echo-time depends on the position, resulting in
phase distortion on spectra. A shifted acquisition scheme
was proposed in order to collect and properly process all
the echoes. The concepts developed here were further inves-
tigated by numerical simulations. Finally, the practical fea-
sibility was demonstrated in vivo in the rat brain at 9.4 T
using a new sequence named Pseudo-LASER, which is
basically a LASER sequence with only one AFP pulse
for each direction spatially resolved by Fourier encoding.

Although a few studies have already reported SI with
prelocalization by unpaired AFP pulses [15,16], no special
reconstruction procedure has been described in these
reports. In these studies, four AFP pulses were used in an
octagonal pattern, resulting in a partial phase refocusing,
so that regular post-processing yielded images with negligi-
ble artifact. The present work shows that regular post-pro-
cessing may not be adequate when two AFP pulses are
used for 2D selection.

Special reconstruction procedures have been described
previously for MRI with slice selection by unpaired adia-
batic pulses. In the case of a quadratic phase as induced
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by a CHIRP pulse, it was proposed to localize the signal
using a quadratic transformation instead of the Fourier
transform [9]. Alternatively, images were reconstructed
using conventional Fourier transform by Park et al. [12],
and apodization was performed using a sliding window.
In both cases, the reconstruction was performed ‘‘locally’’
for each pixel xp, around a central data point correspond-
ing to the pseudo-echo for that pixel, which is the time
when the readout gradient locally compensates for the
non-linear phase dispersion induced by the pulse, i.e. the
time tPE when (oU/ox)(xp, tPE) = 0. It is interesting to par-
allel this concept of pseudo-echo during a read-out gradi-
ent, with the concept of intrinsic spatial frequency oU/ox

as introduced in the present work. Although both concepts
refer to the same fundamental notion of a local shift of the
Fourier components in the k-space, tPE can only be defined
for the frequency encoded direction (direction of the read-
out gradient), while the general concept of intrinsic spatial
frequency is valid for all spatial dimensions, allowing slid-
ing window apodization in 2D or 3D.

Besides the relatively demanding post-processing, the
main drawback of SI localized with unpaired adiabatic
pulses is the high spatial resolution required to fulfill the
CN condition (conversely, pulses with a lower bandwidth
can be used to decrease the minimal number of pixels).
Advantages include a shorter achievable TE and lower
power deposition. Therefore this localization method may
become more beneficial at higher magnetic field, when T2

become shorter and power deposition increases. In partic-
ular, reducing the TE and the number of pulses may prove
crucial when performing SI in the human brain at high
field, where SAR limitations impose longer pulses with
lower cB1. In parallel, the higher SNR per volume unit at
high field should permit a smaller pixel size and therefore
an easier fulfillment of the CN condition. However, the long
scan time associated to the required high spatial resolution
may limit routine applications for human studies.
Although this was not investigated here, the spreading of
the signal throughout the k-space might also prove benefi-
cial in terms of SNR in situations where the receiver gain
cannot be otherwise optimized, for example when water
suppression is poor. All these beneficial characteristics
should be enhanced when performing 3D-SI.
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Appendix A. Analytical evaluation of the CN condition for

HS1

Let us consider an isochromat with Larmor frequency X
(in rad/s) precessing in the transverse plan, in the reference
frame rotating at the central frequency of the RF pulse.
The magnetization flips instantaneously at time tX when
xRF(tX) = X = -cGx � d, d being the chemical shift, x the
position and G the gradient used for slab selection. Just
before the p rotation, the phase of the isochromat is simply
UXðt�XÞ ¼ XtX, while the phase of the pulse is:

URF ðtXÞ ¼
Z tX

t¼o
xRF ðtÞdt ðA:1Þ

The phase of the isochromat just after the p rotation is:

UXðtþXÞ ¼ 2URF ðtXÞ � UXðt�XÞ ðA:2Þ

Then the isochromat precesses until the end of the pulse,
leading to:

UXðT pÞ ¼ 2URF ðtXÞ þ XðT p � 2tXÞ ðA:3Þ

Taking the values of tX and URF(tX) as already calcu-
lated by Park et al. [12] for HS1, neglecting chemical shift
d (d� pBW) and removing all constant terms, the phase at
the end of the pulse is:

UðxÞ ¼ � pBWT p

b
ln

pBWffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pBWð Þ2 � ðcGxÞ2

q
0
B@

1
CA

þ cGT px
2b

ln
pBWþ cGx
pBW� cGx

� �
ðA:4Þ

Using R = BW Æ Tp, defining the thickness of the slab
THK such as 2pBW = cG Æ THK, and introducing the nor-
malized variable X = 2x/THK (�THK/2 < x < THK/2 cor-
responds to �1 < X < 1), the phase simply becomes:

UðX Þ ¼ pR
b

ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� X 2

p� �
þ X

2
ln

1þ X
1� X

� �� �
ðA:5Þ

The derivative of the phase relative to X simplifies to:

oU
oX
¼ pR

2b
ln

1þ X
1� X

� �
ðA:6Þ

oU/oX is increasing (decreasing if b < 0) and takes its max-
imal value for X fi 1 (X fi �1 if b < 0). The edges in
X = ±1 are singular points, however, since they correspond
to the transition bands, one can limit the analysis to an
effective VOI excluding the edges and filling 90% of the to-
tal bandwidth. Thus:

oU
oX
ðX ¼ 0:9Þ ¼ pR

2b
lnð19Þ ðA:7Þ

Note that, since oU/oX is an odd function, when b < 0
the maximal value (oU/oX)(�0.9) is identical to that of
Eq. (A7) but with a minus sign. In the end, taking
ln(19) � 3, jbj = 5.3 and with dX/dx = 2/THK, the CN con-
dition (Eq. (5)) for HS1 is expressed as:

N P
3pR
jbj

FOV
THK

� 1:75R
FOV
THK

ðA:8Þ
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Appendix B. Derivation of the sliding apodization window

Writing IFTk{W0} the inverse Fourier transform of the
spatial apodization window W0 relative to k, the nominal
SRF can be written as:

SRF 0ðx; xpÞ ¼ IFT kfW 0gðxp � xÞ ðB:1Þ

Similarly one gets for the SRF of the complex spin dis-
tribution, with a spatial filter W:

SRF ðx; xpÞ ¼ eiUðxÞIFT kfW gðxp � xÞ ðB:2Þ

Let us now search which filter Wp allows having
SRF(x,xp) = SRF0(x,xp) for the pth pixel. Introducing
X = xp � x, this constraint on Wp can be expressed by
equating (B.1) and (B.2):

IFT kfW pgðX Þ ¼ e�iUðxp�X ÞIFT kfW 0gðX Þ ðB:3Þ

Let us develop the phase to the first order. Although this
is only valid locally around xp, the important point here is
that only the phase in the vicinity of xp has to be taken into
account, given the usual shape of SRF0(x,xp) =
IFTk{W0}(X) for typical filters, which quickly tends to zero
when X becomes higher than half the FWHM. Eq. (B3) is
therefore essentially equivalent to:

IFT kfW pgðX Þ ¼ e�iUðxpÞeioU
oxðxpÞ�X IFT kfW 0gðX Þ ðB:4Þ

The Fourier transform of Eq. (B4) relative to X yields:

W pðkÞ ¼ e�iUðxpÞd k� oU
ox
ðxpÞ

� �
� W 0ðkÞ ðB:5Þ

Since the convolution by a Dirac function is equivalent
to a shift, Eq. (B5) ultimately leads to:
Fig. 10. Effect of truncated apodization window on the SRF. (a) The Hanning
with a 50% one-sided truncation (middle row) and with 50% two-sided truncat
lobe height (HM), the ratio of the height of the highest secondary lobe HS ove
(S), for different truncation factors, in the case of a one-sided truncation (blac
W pðkÞ ¼ e�iUðxpÞW 0 k� oU
ox
ðxpÞ

� �
ðB:6Þ

In the end, the original filter W0 shifted by (oU/ox)(xp)
gives rise to a new off-centered filter which ideally (i.e. with-
out truncation) preserves the SRF for the pth pixel.

Appendix C. One-sided truncation of the apodization window

In practice, when reconstructing signal from pixel near
the edges of the VOI using the sliding apodization, the filter
is off-centered and hence is truncated on one side. To eval-
uate how this truncation degrades the SRF, the SRF was
simulated for different truncations factors, in the case of
a Hanning filter and 22 phase encodings (number used
in vivo). Fig. 10a shows the nominal SRF and the SRF cor-
responding to a 50% one-sided truncation. From the SRF
of one-sided truncated filters, the FWHM (FWHM), the
height of the main lobe (HM) and the height of the highest
secondary lobe (HS) were derived. Additionally, the inte-
gral of the signal within the nominal main lobe (i.e.
between �FWHM/2 and FWHM/2, taking the FWHM
of the SRF for the non-truncated filter) was calculated
(S). In order to show how one sided-truncation compares
to two-sided truncation, the same parameters were also
derived for two-sided truncated filters. The results are dis-
played in Fig. 10b. First, one-sided truncation yields a SRF
that deviates much more slowly from the nominal SRF
compared to two-sided truncation. Second, a one-sided
truncation of the Hanning filter up to 50% (corresponding
to joU/oxj = 0.5kmax) yields a SRF very close to the nomi-
nal SRF, so that the spatial resolution, the intra-pixel sig-
nal and the localization accuracy can be considered
preserved.
filter and the corresponding SRF without truncation of the filter (top row),
ion (bottom row). (b) The full-width at half-maximum (FWHM), the main
r HM, and the integral of the signal within the width of the nominal pixel
k diamonds) and a two-sided truncation (open diamonds).
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In terms of noise, since less noise samples are averaged
when integrating under a truncated apodization window
compared to a full centered window, the noise standard
deviation (SD) decreases. Moreover, since the filter trunca-
tion depends on the position, the noise obtained on SI
images reconstructed with a sliding apodization window
is colored along spatial dimensions, the SD of the noise
being smaller on the edges of the image (of course, the
noise remains white along the spectral dimension). Note
that, since the noise decreases, the decrease in SNR is actu-
ally smaller than the signal loss due to truncation (esti-
mated by S).
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time spectroscopic imaging in rats: implications for monitoring lipids
in glioma gene therapy, NMR Biomed. 19 (2006) 554–559.

[26] I. Tkac, Z. Starcuk, I.Y. Choi, R. Gruetter, In vivo 1H NMR
spectroscopy of rat brain at 1 ms echo time, Magn. Reson. Med. 41
(1999) 649–656.

[27] R.A. de Graaf, P.B. Brown, S. McIntyre, T.W. Nixon, K.L. Behar,
D.L. Rothman, High magnetic field water and metabolite proton T1
and T2 relaxation in rat brain in vivo, Magn. Reson. Med. 56 (2006)
386–394.


	Spectroscopic imaging with volume selection by unpaired adiabatic  pi  pulses: Theory and application
	Introduction
	Theory
	Spatial response function
	Intra-pixel signal loss
	Outer-pixel coherence
	Spatial apodization using a sliding window
	Echo-time shifting

	Numerical simulations
	Outer-pixel coherence
	The CN condition for  pi  rotations induced by HS1 pulses
	Spatial apodization by the sliding window

	In vivo experiments
	Experimental design
	In vivo data

	Discussion and conclusion
	Acknowledgements
	Analytical evaluation of the CN condition for HS1
	Derivation of the sliding apodization window
	One-sided truncation of the apodization window
	References


